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Preface

“These days, data trails are often a morass of separate data and
results and code files in which no one knows which results were
derived from which raw data using which code files.”

— Professor Charles Randy Gallistel, Rutgers University
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This document is the outcome of the KWB project FAKIN (Forschungsdaten-
management an kleinen Instituten = research data management at small in-
stitutes). funded by BMBF within the call “Research of the Management of
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Research Data Within Their Life Cycle at Universities and Independant Re-
search Institutes”.

This document is assumed to be a “living” document. We highly appreciate any
comments and suggestions for improvements. What are your experiences with
research data managment tasks? Can you provide solutions for specific tasks?

The online version of this report is licensed under the Creative Commons
Attribution-NonCommercial-ShareAlike 4.0 International License.
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Chapter 1

Introduction

Research data management (RDM) comprises all parts of the “life cycle” of
data, from its creation and initial storage over its active usage and preservation
to the time when it may become obsolete and is deleted. RDM aims to make
the whole research process more efficient for your own institute and to meet
the ever growing requirements of partner organizations, research funders and
legislation Biittner et al. (2011), Bertelmann et al. (2014), Kitzes et al. (2018).

This report defines best-practices for research data management especially de-
signed for small research institutes. Small institutes with less than somewhat
50 employees are in particular addressed in this report because of the following
characteristics:

o usually no own IT department and lack of employees that are solely dedi-
cated to data management related issues

o data management guidelines, if existent, are often not implemented in
daily routine

e loss of knowledge may be disproportionately serious in case an employee
leaves the company

o simple organisational structure and flexibility allows for fast adaptations
of innovations

Data management is often not centrally organised but is left to the project
leaders and researchers. Employees are expected to be their own data experts.
Depending on the individual skills and knowledge, different ways and levels of
data handling are practiced.

In small institutes, work is organised in terms of projects. There may not be an
overall strategy or target that is followed by the institute. Targets are depending
on research programs and requirements may set by funding organisations that
may differ from project to project.
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The small number of employees allows for an easy and straight-forward exchange
of information and fast decisions, but may lacks of sufficient documentation
because decisions are made informally. In case of strong staff fluctuation this
can lead to a disproportionately serious loss of knowledge.

In small institutes with a simple organisational structure and a flat hierarchy
innovations such as the usage of new methods or tools very often start as initia-
tives of individual employees applied in few projects. Practices that have been
proven to be beneficial may then be used in future projects or even be set as a
standard for the whole institute (bottom-up).

This report shows how to implement best-practices RDM tools and guidelines
under the consideration of specific characteristics of small institutes, trying to
find a good balance between flexibility and formality.

Test projects serve as examples to show how best-practices
are realized in concrete projects. A literature review an FAQ and a glossary for
commonly used terms complete this report.
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Best Practices

A logical and consistent folder structure, naming conventions, versioning rules
as well as provision of metadata for your data files help you and your colleagues
find and use the data.

The following rules will save time on the long run and will help avoid data
duplication. With the following recommendations we intend to comply with
Hart et al. (2016).

In general, data related to one project should be accessible to all the persons
that are involved in the project. It should be avoided that project relevant
files are permanently stored on local hard drives or on personal network drives.
Project data should therefore be stored on network drives to which all project
members have access.

2.1 Folder Structure

A research institute aims at creating knowledge from data. A typical data flow
may look like the following: raw data are received or collected from foreign
sources or created from own measurements. The raw data are processed, i.e.
cleaned, aggregated, filtered and analysed. Finally result data sets are composed
from which conclusions are drawn and published. To cut it short: raw data get
processed and become result data.

In computer science, the clear distinction between data input, data processing
and data output is a well-known and widely-used model to describe the structure
of an information processing program. It is referred to as the input-process-
output (IPO) model. We recommend to apply this model to the distinction of
different categories of data:

o raw data (= input data),

11
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e data in processing (= data processing) and
o result data (= output data).
Using the IPO model has the following benefits:

e Minimizes the risk of overwriting, deleting of files and folders by automatic
data processing (e.g. scripts).

o Rawdata are protected against accidental overwriting.
o Helps to keep files and folders clearly organised.

o Reflects roles and responsibilities of different project team members (e.g.
# project manager is mainly interested in results).

o Helps avoid deep folder structures.

According to the three categories we suggest to create three different areas,
represented by three different network drives, on the top level of your file server.
The first area is for raw data, the second area is for data in processing and the
third area is for result data.

Within each area, the data are organised by project first, i.e. each project is
represented by one folder within each of the network drives:

//server/rawdata
project-1/
project-2/

//server/processing
project-1/
project-2/

//server/results
project-1/
project-2/

Sub-folder structure within the project folders in each of these top-level network
drives is described in the following.

Raw data

As raw data we define data that we receive from a measurement device, project
partner or other external sources (e.g. internet download) even if these data
were processed externally. Raw data are, for example, analytical measurements
from laboratories, filled out questionnaires from project partners, meteorological
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data from other institutes, measurements from loggers or sensors, or scans of
hand written manual sampling protocols. Especially in environmental sciences,
raw data often cannot or only with high costs be reproduced (e.g. rainfall, river
discharge measurements). They are therefore of high value. Raw data are of-
ten large in terms of file size or number (e.g. measurements of devices logging
at high temporal resolution). Raw data can already come in a complex, deep
folder structure. Raw data are closely related to metadata such as sensor con-
figurations generated by loggers or email correspondence when receiving data
by email from external partners. We acknowledge the high value of raw data
by storing them on a dedicated, protected space and by requiring them to be
accompanied by metadata.

Raw data are stored in an unmodified state. All modifications of the data are to
be done on a copy of the raw data in the “processing” space (see next). The only
modification allowed is the renaming of a raw data file, given that the renaming
is documented in the metadata. Once stored, raw data are to be protected from
being accidentally deleted or modified. This is achieved by making the raw data
space write-protected ([link] FAQ: How to make a file write protected).

We propose to organise raw data:
e by project first and
« by origin (i.e. source or owner) of the data second.

We will create a network folder //server/rawdata in which all files have set
the read-only property. We suggest to store raw data by project first and by the
organisation that owns (i.e. generated, provided) the data second. This could
look like this:

//server/rawdata
ORGANISATIONS.txt
PROJECTS.1nk [Symbolic Link to PROJECTS.txt in //server/projects$]

test-project/
bwb/

rain/
METADA/
rain.xls

laboratory/
METADATA/
laboratory.xls

kwb/
discharge/
METADATA/
q01.csv
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q02.csv
q03.csv

Data Processing

As data processing we understand data in any stage of processing between raw
and final, i.e. all intermediate results, such as different stages of data cleaning,
different levels of data aggregation or different types of data visualisation.

We recommend to store data in these stages in their own space on the file system.
This space is assumed to be a “playground”, where the researchers are asked to
store all these intermediate results. This space is where different approaches or
models or scenarios can be tested and where, as a result, different versions of
data are available. The data processing space is intended to be used for data
only, and not for e.g. documents, presentations, or images.

Compared to the raw data network drive the data processing network drive is
expected to require much more disk space.

In the data processing area the files are stored by project first. Within each
project data may be organised by topic and/or data processing step.

//server/processing

test-project/
01_data-cleaning
METADATEN
rain_raw.csv
rain.csv
quality.csv
discharge.csv
02_modelling
summer
winter
VERSIONEN
v0.1
v1.0
summer
winter
software

Result Data

With result data we mean clean, aggregated, well formatted data sets. Result
data sets are the basis for interpretation or assessment and for the formulation
of research findings. We consider all data that are relevant for the reporting of
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project results as result data. Result data will very often be spreadsheet data
but they can also comprise other types of data such as figures or diagrams. We
propose to prepare result data in the data processing area (see above) and to put
symbolic links that point to the corresponding locations in the data processing
folder into the result data folder. The idea is that the result area always gives
the view onto the “best available” (intermediate) project results at a given point
in time. Using symbolic links instead of file copies avoids accidental modification
of data in the result data area that are actually expected to happen in the data
processing area.

Often, result data sets are the result of temporal aggregation. They are conse-
quently smaller in size than raw data sets. There will also be less result data
sets than there are data sets representing different stages of data processing.
For these reasons, the result data space is expected to require much less disk
space than the spaces dedicated to raw data and data in processing.

The structure in the result data area should represent the project structure. It
could e.g. be organised by working package. When being organised by working
package the folder names should not only contain the working package number
but also indicate the name of the working package.

//server/projects

test-project/
Data-Work Packages
wp-1_monitoring
wp—2_modelling
summer.lnk # symbolic links to last version
winter.lnk # in data processing

Clean Datasets

In a project-driven research institute, almost all data processing steps are closely
related to their specific research project. One project may e.g. require to pre-
pare rain data for being fed into a rainfall-runoff and sewer simulation software.
Unprocessed (raw) rain data are received from a rain gauge station and cleaned.
The clean rain data are then converted to the format that is required by the
sewer simulation software.

In this example, the clean rain data are a data processing output. They are
also the input to further processing and thus the source of even more valuable
results.

The specific rain data file that is input to the sewer modelling software is the
final (rain data) result. However, the clean rain data that are an intermediate
result in the context of one project are themselves already valuable results. They
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can be used in other projects that require clean rain data for other purposes,
e.g. for looking at climate change effects.

We recommend to store clean datasets in their own space. In this space the
datasets are organised by topic, not by project:

//server/treasure
rain/
flow/
level/

This increases the visibility of existing clean datasets and reduces the risk that
work that has already been done in one project is done again in another project.
Often, people start again from the raw data even though somebody already
cleaned that data.

Metadata

We recommend to describe the meaning of subfolders in a file README. yaml in
the folder that contains the subfolders.

Example for such a README. yaml file:

rlib:
created-by: Hauke Sonnenberg
created-on: 2019-04-05
description: >
R library for packages needed for R training at BWB.
To use the packages from that folder, use
.libPaths(c(.1ibPaths(), "C:/_UserProgData/rlib"))

rlib_downloads:
created-by: Hauke Sonnenberg
created-on: 2019-04-05
description: >
files downloaded by install.packages(). Each file represents a package
that is installed in the rlib folder.

Restrictions/Conventions:

o Each top-level folder should represent a project, i.e. should be defined in
the top level file PROJECTS. txt.

o Each possible owner should be defined in the top level file ORGANISATIONS. txt.

e The naming convention for the organisations is the same as for projects.

)
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2.2 Naming of Files and Folders

A concise and meaningful name of your file and folder is the key to relocate your
data. Whenever you have the freedom to name your data file and structure your
project folder you should do so. Names should be concise and meaningful to you
and your colleagues. Your colleague, who may not be familiar with the project,
should be able to guess the content of a folder or a file by intuition. Nam-
ing conventions are also necessary to avoid read errors during automatic data
processing and to prevent errors when working on different operating systems.

Please comply with the following rules:

Rule A: Allowed Characters

The following set of characters are authorized in file or folder names:
e upper case letters A-Z,
o lower case letters a-z,
e numbers 0-9,
e underscore _,
e hyphen -,
e dot .

If you want to know why some characters are not authorized, please check the

FAQ:
o Why are special characters not allowed?
e Why is the space character not allowed?

Instead of German umlauts and the sharp s (&, 8, 4, &, 0, U, 8) use the following
substitutions: ae, oe, ue, Ae, Oe, Ue, ss.

Rule B: Separation of Words or Parts of Words

Please use the characters underscore _ or hyphen - instead of space. Use

underscore _ to separate words that contain different types of information:
e results_today instead of results-today
e protocol_hauke instead of protocol-hauke

Use hyphen - instead of underscore _ to visually separate the parts of compound
words or names:

e site-1 instead of site_1,
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¢ dissolved-oxygen instead of dissolved_oxygen,
e clean-data instead of clean_data.
Use hyphen - (or no separation at all) in dates (i.e. 2018-07-02 or 20180702).

Using hyphen instead of underscore in composed words will not split the com-
posed words into their parts when splitting a file or folder name at underscore.

For example, splitting the name project-report_example-project-1_v1.0_2018-07-02
at underscore results in the following words (giving different types of information
on the file or folder)

e project-report (type of document),

o example-project-1 (name of related project),
e v1.0 (version number),

e 2018-07-02 (version date).

Rule C: Capitalisation

From the pure data management’s point of view it would be best not to use upper
case letters in file or folder names at all. This would avoid possible conflicts when
exchanging files between operating systems that either care about case in file
names (as e.g. Unix systems) or not (as e.g. Windows systems).

If allowing upper case letters it should be decided on if and when to use capitals.
Having a corresponding rule in place, only one of the following spellings would,
for example, be allowed:

o dissolved-oxygen (all lower case),

e dissolved-Oxygen (attributes lower case, nouns upper case),
e Dissolved-oxygen (first letter upper case),
(

o Dissolved-Oxygen (all parts of compound words upper case).

Rule D: Avoid Long Names

At least on Windows operating systems, very long file paths can cause trouble.
When copying or moving a file to a target path that exceeds a length of 260
characters an error will occur. This is particularly unfortunate when copying or
moving many files at once and when the process stops before completion. As
the length of a file path mainly depends on the lengths of its components, we
suggest to restrict

o folder names to no more than 20 characters and

« file names to no more than 50 characters.
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This would allow a file path to contain nine subfolder names at maximum. The
maximum number of subfolders, i.e. the maximum folder depth, should be kept
small by following best-practices in Folder Structures. If folder or file names
are generated by software (e.g. logger software, modelling software, or reference
manager) please check if the software allows to modify the naming scheme. If
we nevertheless have to deal with deeply nested folder structures and/or very
long file or folder names we should store them in a flat folder hierarchy, i.e. not
in

\\server\projekte$\department-name\projects\project-name\
data-work-packages\work-package-one-meaning-the-following\modelling\
scenario-one-meaning-the-following\results.

Rule E: Formatting of Dates and Numbers

When adding date information to file names, please use one of these formats:
e yyyy-mm-dd (e.g. 2018—06—28)
o yyyymmdd (e.g. 20180628)

By doing so, file or folder names that differ only in the date will be displayed in
chronological order. Using the first form improves the visual distinction of the
year, month and day part of the date. Using hyphen instead of underscore will
keep these parts together when splitting the name at underscore (see above).

When using numbers in file or folder names to bring them into a certain order,
use leading zeros as required to make all numbers used in one folder level have
the same length. Otherwise they will not be displayed in chronological order in
your file browser.

Example:
e 01, 02, 03, etc. if there are 9 to 99 files/folders or
e 001, 002, 003, etc. if there are 100 to 999 files/folders.

Rule F: Allowed Words

We recommend to define sets of allowed words in so called vocabularies. Only
words from the vocabularies are then expected to appear as words in file or
folder names. Getting accustomed to the words from the vocabularies and their
meanings allows for more precise file searching. This is most important to
clearly indicate that a file or folder relates to “special objects”, such as projects
or organisations or monitoring sites. At least for projects and organisations
we want to define vocabularies in which “official” acronyms are defined for all
projects and all organisations from which we expect to receive data (see the
chapter on acronyms). Always using the acronyms defined in the vocabularies
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allows to search for files or folders belonging to one specific project or being
provided by one specific organisation.

We could also define vocabularies of words describing other properties of a file or
folder. We could e.g. decide to always use clean-data instead of data-clean,
cleaned-data, data-cleaning, Datenbereinigung, bereinigte-daten, and
SO on.

Rule G: Order of Words

We could go one step further and define the order in which we expect the words
to appear in a file or folder name. Which types of information should go first
in the filename? The order of words determines in which way files are grouped
visually when being listed by their name. If the acronym of the organisation
goes first, files are grouped by organisation. If the acronym of the monitoring
site goes first, files are grouped by monitoring site. According rules cannot be set
on a global level, i.e. for the whole company or even for a whole project. The
requirements will be different depending on the type of information that are
to be stored. We recommend to define naming conventions where appropriate
and to describe them in a metadata file in the folder below which to apply the
naming convention.

Rule H: Allowed Languages

Do not mix words from different languages within one and the same file or
folder name. For example, use regen-ereignis or rain-event instead of
regen-event or rain-ereignis.

Within one project, use either only English words or only German words in file
or folder names. This restriction may be too strict. However, I think that we
should follow this rule at least for the top level folder structures. It is not nice
that we see folders AUFTRAEGE (German) and GROUNDWATER (English) as folder
names within the same parent folder.

2.3 Versioning

Versioning or version control is the way by which different versions and drafts
of a document (or file or record or dataset or software code) are managed. Ver-
sioning involves the process of naming and distinguishing between a series of
draft documents that leads to a final or approved version in the end. Versioning
“freezes” certain development steps and allows you to disclose an audit trail for
the revision and update of drafts and final versions. It is essential to reproduce
results that may be based on older data.
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Manual

Manual versioning may costs more time and requires some discipline, but en-
sures long-term clean and generally understandable file structure and provides
a quick overview of the actual status of development. Manual versioning does
not require additional software (except a simple text editor) and is realized by
following these simple guidelines:

« A version is created by copying the current file and pasting it to a subfolder
named VERSIONS

e Each successive draft of a file in the VERSIONS folder is numbered se-
quentially from e.g. v0.1, v0.2, v0.3 as a postfix at the end of the file
name (e.g. filename_v0.1, ..v0.2, ..v0.3, and so on)

 Finalised forms (e.g. the presentations was held on a conference, the report
was reviewed) become entitled with a new version number, e.g. v1.0, v2.0
and so on

o Read-only is applied to each versioned file (to prevent accidental loss of
final versions of files)

e Only files without version name as postfix are modified

e A VERSIONS.txt is created and kept up-to-date with a text editor, con-
taining meta information on purpose of the modification and the person
who made it

It is noteworthy that “final” does not necessarily mean ultimately. Final forms
are subject to modification and it is sometimes questionable whether a final
status has been reached. Therefore, it is more important to be able to track the
modifications in the VERSIONS. txt rather than arguing on version numbers.

Example:

BestPractices_Workshop.ppt
VERSIONS/

VERSIONS.txt

+ BestPractices_Workshop_v0.1.ppt
+ BestPractices_Workshop_v0.2.ppt
+ BestPractices_Workshop_v1.0.ppt

+

Content of file VERSIONS. txt:

BestPractices_Workshop.ppt

- v1.0: first final version, after review by NAME
- v0.2: after additions by NAME

- v0.1: first draft version, written by NAME
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Automatic

Automatic versioning is mandatory in case of programming.

The versioning is done automatically in case a version control software, like Git
or Subversion are used.

At KWB we currently use the following version control software:

¢ Subversion: for internally storing programm code (e.g. R-scripts/packages)
we have an Subversion server, which is accessible from the KWB intranet.
However, this requires:

— the installation of the client software TortoiseSVN and a

— valid user account (for accessing the server) which is currently pro-
vided by the IT department on request

« Git: for publishing programm code (e.g. R packages) external on our KWB
organisation group on Github. Currently all repositories are public (i.e. are
visible for everyone), but also use of private repositories is possible for
free as KWB is recognised as non-for-profit company by Github, offering
additional benefits for free

Use of version control software is required in case of programming (e.g. in R,
Python, and so on) and can be useful in case of tracking changes in small text
files (e.g. configuration files that run a specific R script with different parameters
for scenario analysis).

Drawbacks:

o Special software (TortoiseSVN), login data for each user on KWB-Server
and some basic training are required

¢ In case of collaborate coding: sticking to ‘best-practices’ for using version
control is mandatory, e.g.:

— timely check in of code changes to the central server,

— Speaking to each other: so that not two people work at the same time
at the same program code in one script as this leads to conflicts that
need to be resolved manually, which can be quite time demanding.
You are much better off if you avoid this in the upfront by talking to
each other

Advantages:

o Only one filename per script (file history and code changes are managed
either internally on a KWB server in case of using TortoiseSVN or exter-
nally for code hosted on Github)

e Old versions of scripts can be restored easily


https://en.wikipedia.org/wiki/Git
https://en.wikipedia.org/wiki/Apache_Subversion
https://subversion.apache.org
https://tortoisesvn.net/index.de.html
https://git-scm.com/
https://github.com/KWB-R
https://help.github.com/articles/discounted-organization-accounts/#discounts-for-nonprofits-and-libraries
https://tortoisesvn.net/index.de.html

2.4. METADATA 23

o Additional comments during commit (i.e. at the time of transfering the
code from the local computer to the central version control system about
why code changes were made and build-in diff-tools for tracking changes
improve the reproducibility

Attention: version control software is not designed for versioning of

raw data and thus should not be used for it. General thoughts on
the topic of ‘data versioning’ are available here: https://github.com/
leeper/data-versioning

s A presentation with different tools for version control is available here:
ﬂ https://www.fosteropenscience.eu/node/597

2.4 Metadata

Metadata are data about data. It is up to us to define

o what metadata (about raw data, processed data, produced plots, docu-
ments, reports, etc.) we want to store,

o where to store metadata and
¢ in what format to store metadata.

We plan to specify the requirements in more detail when dealing with the test
projects. Then, will also check metadata standards.

Metadata about raw data should always be stored.

Metadata about processed data are also important. However, in case of auto-
mated processing with a script, it may be possible to deduce the content of a
generated file from the content of the script.

2.4.1 Why Metadata?

Why should we store metadata about data? Metadata are required to

o interpret raw data, e.g. “Why are the oxygen values so high? Ah, I see,
someone was there to clean the sensor!”,

e gain an overview about available data,

¢ know what we are allowed to do with the data.


https://github.com/leeper/data-versioning
https://github.com/leeper/data-versioning
https://www.fosteropenscience.eu/node/597
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2.4.2 What Metadata to Store?

General

What information would someone need to find/re-use your data? E.g.

Location,
Title,

Creator name,
Description,

Date collected?

Metadata about Raw Data

What are the most important information about raw data that we receive?

Obtained from whom, when, via whom and which medium, e.g.

— E-Mail from A to B on 2018-01-25 or

— USB-Stick given personally from C to D on 2018-01-26
Restriction of usage, e.g.

— only for project x or

— only within KWB or

— must not be published! or

should be published!!
Description of content and format
— Where measurements were taken?

— What methods were used (to take samples, to analyse parameters in
the laboratory)?

— What devices where used?

— What do the columns of the table (in the database, XLS/CSV file)
mean?

— In what units are the values given?
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Metadata about Processed Data

What are the most important information about the data that we produce?

e Who created the file? If the file was created by a script, what script
created the file and who ran the script?

e When was the file created?
e What was the input data (e.g. raw data or preprocessed data)?
e Which methods were applied to generate the output from the input?
e What was the environment, what were boundary conditions, e.g.
— versions of software,

— versions of R packages?

Metadata about Programming Scripts

¢ What does the script do?
e Who wrote the script?
e How to use the script? Give a short tutorial.

Regarding R programming, we should consider providing scripts in the form of
R packages. The R packaging system defines a framework of how to answer all
of the above questions. See how we did this (not yet always with with a tutorial)
with our packages on GitHub.

2.4.3 Where to Store Metadata?

The two main options of storing metadata are:

1. together with the data or near to the data i.e. in the same folder in which
the data file resides,

2. in a central file or database.

Unless we have a professional solution (i.e. software on metadata management)
we should prefer the first approach which is simpler and more flexible than the
second one.

2.4.4 In What Format to Store Metadata?

Metadata should be stored in a simple plain (i.e. not formatted) text format.
This format can be read and written by any text editor on different operating


https://github.com/kwb-r
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systems and does not require any specific software. And most important: it is
human readable.

In the simplest form, metadata can be stored in a plain text file README. txt. As
stated above, this file should reside in the same folder as the files that contain
the data to be described.

Please keep in mind: It is better to write something than to write nothing. It
does not have to be perfect. Just try the best yout can at the moment that you
are storing the data. Try to write the metadata directly after storing the data,
do not wait until you “feel in the mood” to do so. Anyone who is later working
or planning to work with the data may be grateful finding some information on
it.

Better than writing an unstructured text file is to write a structured text file.
The so called YAML format is such a structured format. We want to use this
standard. It seems to have established in the scientific world. The advantage of
a structured format is that reading of this format can be automated. We aim
at collecting all available metadata by automatically browsing for YAML files,
reading their content and creating overviews on available files and data.

Once you have written a YAML file you can check the validity of the format
with this online validator: https://yamlchecker.com/

2.4.5 Metadata Management Tools

Tools for metadata tracking and data standards are:

o metadata editor, e.g. online editor of GFZ Potsdam

2.4.6 Metadata Standards

We want to use a metadata standard.

Examples for metadata standards are (in brackets are listed the institutions who
publish their data by using this standard):

o DataCite metadata scheme
— Leibniz-Zentrum fir Agrarlandschaftsforschung e. V. (ZALF)

— Deutsches GeoForschungsZentrum Potsdam (GFZ) (+ ISO + DIF +
Dublin Core)

o ISO 19115-2
— Bundesanstalt fir Gewésserkunde (BfG)

— Alfred Wegener Institute, Helmholtz Centre for Polar and Marine
Research (AWTI)


https://yamlchecker.com/
https://schema.datacite.org/
http://www.zalf.de
http://dataservices.gfz-potsdam.de/portal/
http://dublincore.org/
https://www.iso.org/standard/39229.html
https://www.re3data.org/repository/r3d100011664
https://www.awi.de/en.html
https://www.awi.de/en.html
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4 Best-practices roadmap:
ﬂ 1. Check meta data standards, e. g. DataCite (see also: ZALF,

GFZ Potsdam)

2. Define minimum metadata requirements at KWB for raw and
processed data.
projects.

The ‘best-practices for metadata’ will be developed for the test
projects which are assessed within FAKIN project.

We propose to define some special files that contain metadata related
to files and folders. To indicate that these files have a special meaning,
the file names are all uppercase.

2.4.7 Special Metadata Files

As stated earlier, we want to use consistent, unique identifiers to indicate the
belonging of data to a certain project or data owner. We propose to define the
identifiers in terms of special metadata files.

2.4.7.1 Metadata File PROJECTS.txt and related files

The project identifiers are defined in a simple YAML file PROJECTS.yml in the
//server/projects$ folder. Only the identifiers defined in this file are expected
to appear as top-level folder names in the project folder structure within this
network drive.

Possible content of PROJECTS. yml:

flusshygiene:
department: suw
short-name: Flusshygiene
long-name: >
Hygienically relevant microorganisms and pathogens in multifunctional water
bodies and hydrologic circles - Sustainable management of different types of
water bodies in Germany
financing:
funder: bmbf
sponsor: bwb
ogre:
department: suw
short-name: OGRE
long-name: >


https://schema.datacite.org/
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Relevance of trace organic substances in stormwater runoff of Berlin
financing:
funder: uep-2
sponsor: Veolia
optiwells-2:
department: grw
short-name: OPTIWELLS 2
long-name:
type: sponsored
reliable-sewer:
department: suw
short-name: RELIABLE_SEWER
long-name:
type: contracted
smartplant:
department: wwt
short-name: Smartplant
type: sponsored

In the file PROJECTS.yml each entry represents a project. Each project is identi-
fied by its identifier. The project acronyms appear in alphabetical order. Each
entry should at least contain information on the department, a short/long name
or title of the project and the type of project (funded, sponsored, contracted).
Additional information such as the year of the start of the project could be
given.

o It could also be useful to define three letter codes for projects. These
ﬂ codes could e.g. be used in tables or diagrams in which different

projects are compared and in which space may be limited.

The department acronyms could be defined in a file DEPARTMENTS . ym1:

grw:
short-name: Groundwater
head: Hella Schwarzmiiller

suw:
short-name: Urban Systems
head: Pascale Rouault

wwt:
short-name: Process Innovation
head: Ulf Miehe

The funder acronyms could be defined in a file FUNDERS. ym1:

bmbf: German Federal Ministry of Education and Research (BMBF)
uep-2: >
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Umweltentlastungsprogramm des Landes Berlin, co-financed by the European Union
(UEP II)

2.4.7.2 Metadata File ORGANISATIONS.txt

It is very important to know the origin or owner of data. This is an important
piece of metadata. Therefore we define unique identifiers for the owners of data
that we use. The acronyms are defined in a special file ORGANISATIONS. txt.
Possible content of this file:

bwb: Berliner Wasserbetriebe
kwb: Kompetenzzentrum Wasser Berlin
uba: Umweltbundesamt

2.5 Data Processing

Data are often inconsistent, incomplete, incorrect, or misspelled. Data cleaning
is essential.
For data cleaning you may use a GUI (Graphical User Interface) based tool like

OpenRefine http://openrefine.org/ or choose a programmatic approach.

In the following we describe how data can be imported into the R-Programming
Environment, which can be used for data cleaning, aggregation and visualisation.
(Grolemund and Wickham, 2017)

2.5.1 Logger Devices

The R package kwb.logger (Sonnenberg, 2018) helps to import raw data from
loggers used in different KWB projects into the software R (R Core Team,
2017), which is used for data processing (e.g. data cleaning, aggregation and
visualisation).

For details, which loggers currently are supported by the R packages
kwb.logger please check the documentation website.

2.5.2 Spreadsheets

General recommendations for working with EXCEL spreadsheets is given in the
FAQs section.


(https://www.practicereproducibleresearch.org/core-chapters/7-glossary.html#munging)
http://openrefine.org/
https://r-project.org
https://github.com/kwb-r.kwb.logger
https://r-project.org
https://kwb-r.github.io/kwb.logger
https://kwb-r.github.io/kwb.logger/reference/index.html
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2.5.2.1 Import Data From One Excel File

e Save the original file in the rawdata zone.

2.5.2.2 Import Data From Many Excel Files

2.5.2.2.1 Files Are In the Same Format
Import Excel files of the same format by

¢ defining a function that is able to read the data from that file
¢ calling this function in a loop for each file to import.

2.5.2.2.2 Files Are In Different Formats

We developed a general approach of importing data from many Excel files in
which the formats (e.g. more than one table area within one sheet, differing
numbers of header rows) differ from file to file.

2.6 Data Publishing and Sharing

“This figure provides a framework for understanding how the “Ten
Simple Rules to Enable Multi-site Collaborations through Data Shar-
ing” (Boland et al., 2017) can be translated into easily understood
modern life concepts.

Rule 1 is Open-Source Software. The openness is signified by a
window to a room filled with algorithms that are represented by
gears.

Rule 2 involves making the source data available whenever possible.
Source data can be very useful for researchers. However, data are
often housed in institutions and are not publicly accessible. These
files are often stored externally; therefore, we depict this as a shed or
storehouse of data, which, if possible, should be provided to research
collaborators.

Rule 3 is to “use multiple platforms to share research products.”
This increases thechances that other researchers will find and be
able to utilize your research product—this is represented by multiple
locations (i.e., shed and house).

Rule 4 involves the need to secure all necessary permissions a priori.
Many datasets have data use agreements that restrict usage. These
restrictions can sometimes prevent researchers from performing cer-
tain types of analyses or publishing in certain journals (e.g., journals
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Figure 2.1: Modern life context for the ten simple rules (Boland et al., 2017)


https://doi.org/10.1371/journal.pcbi.1005278/

32 CHAPTER 2. BEST PRACTICES

that require all data to be openly accessible); therefore, we represent
this rule as a key that can lock or unlock the door of your research.

Rule 5 discusses the privacy issues that surround source data. Re-
searchers need to understand what they can and cannot do (i.e., the
privacy rules) with their data. Privacy often requires allowing cer-
tain users to have access to sections of data while restricting access
to other sections of data. Researchers need to understand what can
and cannot be revealed about their data (i.e., when to open and
close the curtains).

Rule 6 is to facilitate reproducibility whenever possible. Since com-
munication is the forte of reproducibility, we depicted it as two re-
searchers sharing a giant scroll, because data documentation is re-
quired and is often substantial.

Rule 7 is to “think global.” We conceptualize this as a cloud. This
cloud allows the research property (i.e., the house and shed) to be
accessed across large distances.

Rule 8 is to publicize your work. Think of it as “shouting from
the rooftops.” Publicizing is critical for enabling other researchers
to access your research product.

Rule 9 is to “stay realistic.” It is important for researchers to “stay
grounded” and resist the urge to overstate the claims made by their
research.

Rule 10 is to be engaged, and this is depicted as a person waving an
“I heart research” sign. It is vitally important to stay engaged and
enthusiastic about one’s research. This enables you to draw others
to care about your research.”

— (Boland et al., 2017)
Recommended literature:

o Ten simple rules to enable multi-site collaborations through data sharing
(Boland et al., 2017)

o Guidelines for publishing (PhD) research data (Kaden and Kleineberg,
2018)

2.6.1 Repositories

Repositories for permanently deposing data are for example:
e General

— Figshare,


https://doi.org/10.1371/journal.pcbi.1005278
https://figshare.com
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Zenodo (a joint project between OpenAIRE and CERN),
— Mendeley data,

Dataverse,
— Dryad
e Focus on environmental and earth sciences
— Pangea
— GFZ Potsdam data services
Repositories for publishing program code are:
e Github or
o Gitlab.

However, both do not offer long term data preservation by default, but using
Github it is posible to make the code citable by linking it with Zenodo (see:
https://guides.github.com/activities/citable-code/).

We are currently using the following three repositories for publishing program
code (mainly R packages):

o Github: for developing and publishing program code (mainly R packages)
we use https://github.com/kwb-r. Currently 81 (i.e. 38 public and 43
private) repositories are published on this Github account. For all 32
public R packages there is also a detailed status report available avail-
able at https://kwb-r.github.io/status/ , e.g. with information on license,
documentation and the “health” of the R package (i.e. whether it can be
successfully installed on Linux or Windows platforms).

e Zenodo: for automatically getting a DOI for each software release made
in one of our public Github repositories, e.g. aquanes.report (for details
see: https://guides.github.com/activities/citable-code/) and

o Gitlab: as backup mirror (https://gitlab.com/kwb-r) for all of our cur-
rently 81 (i.e. 34 public and 47 private) repositories currently published
on our Github account (https://github.com/kwb-r)

Proposal: define company-wide QMS policy (“top-down”) for pub-
lishing program code

The above workflow was established from “bottom-up” (i.e. Michael Rustler and
Hauke Sonnenberg) with the idea in mind to make the code as open as possible
(e.g. by chossing the permisse MIT license as default for all of our public R
packages).

However, up to now there is no company wide strategy (“top-down”) defined yet
that would legitimate this “bottom-up” approach. This creates uncertainty (e.g.
what can be published?), so that much more code than necessary is labelled


https://zenodo.org/
https://www.openaire.eu/
https://home.cern/
https://data.mendeley.com/
https://dataverse.org/
https://datadryad.org/
https://www.pangaea.de/
http://dataservices.gfz-potsdam.de/portal/
https://github.com
https://gitlab.com
https://github.com
https://zenodo.org/
https://guides.github.com/activities/citable-code/
https://github.com
https://github.com/kwb-r
https://kwb-r.github.io/status/
https://zenodo.org/
https://www.doi.org/
https://doi.org/10.5281/zenodo.825029
https://guides.github.com/activities/citable-code/
https://gitlab.com
https://gitlab.com/kwb-r
https://github.com/kwb-r
https://choosealicense.com/licenses/mit/
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as “private”. To reduce this uncertainty the following QMS policy is proposed,
which should be discussed and agreed on in one of the next KWB management
meetings:

o Sponsor projects (e.g. funded by BMBF, EU): source code will be
published by default at https://github.com/kwb-r in public repositories
(i-e. it will be accessible for everyone) under the permissive MIT license
in case that the source code does not:

— contain security critical paths (e.g. to our company server) or
— confidential data.

Code should be developed in such a way that both of the criteria (security
critical paths, confidential data) defined above are considered. Making the
code openly available will decrease the burden to install them (e.g. not
each student needs to get an “access” token to install private repositories,
as required for “contract” projects, see below).

o Contract projects (e.g. funded by BWB, Veolia): will be published
in private repositories by default at https://github.com/kwb-r in case
the funder does not pre-define a specific repository. Access to the source
code is thus resticted to KWB researchers and students working in the
contract project. Project partners and funders can access the source code
only if they get an “access token” from the KWB project team.

A blog post by Bosman and Kramer (2016) provide results of a large
survey carried out in 2015 among more than 15000 researchers. In-
sights can be gained on:

— Which scholary communications tools are used and
— Are there disciplinary differences in usage?

They finally summarise: “Another surprising finding is the overall
low use of Zenodo — a CERN-hosted repository that is the recom-
mended archiving and sharing solution for data from EU-projects and
-institutions. The fact that Zenodo is a data-sharing platform that is
available to anyone (thus not just for EU project data) might not be
widely known yet.”

2.6.2 ORCID

Problem:

"Two large challenges that researchers face today are discovery and
evaluation. We are overwhelmed by the volume of new research
works, and traditional discovery tools are no longer sufficient. We


https://github.com/kwb-r
https://choosealicense.com/licenses/mit/
https://github.com/kwb-r
https://101innovations.wordpress.com/2016/10/09/github-and-more-sharing-data-code/
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are spending considerable amounts of time optimizing the impact—
and discoverability—of our research work so as to support grant
applications and promotions, and the traditional measures for this
are not enough. — (Fenner and Haak, 2014)

Solution:

”Open Researcher & Contributor ID (ORCID) is an international, in-
terdisciplinary, open and not-for-profit organization created to solve
the researcher name ambiguity problem for the benefit of all stake-
holders. ORCIDwas built with the goal of becoming the universally
accepted unique identifier for researchers:

1. ORCID is a community-driven organization
2. ORCID is not limited by discipline, institution, or geography

3. ORCID is an inclusive and transparently governed not-for profit
organization

4. ORCID data and source code are available under recognized
open licenses

5. the ORCID iD is part of institutional, publisher, and funding
agency infrastructures.

Furthermore, ORCID recognizes that existing researcher and identi-
fier schemes serve specific communities, and is working to link with,
rather than replace, existing infrastructures.”

— (Fenner and Haak, 2014)

2.6.3 Licenses

“In most countries in the world, creative work is protected by copy-
right laws. International conventions, and primarily the Berne Con-
vention of 1886, protect the copyright of creators even across interna-
tional borders for 50 years after the death of the creator. This means
that copying and using the creative work is limited by conditions set
by the creator, or another copyright holder. For example, in many
cases musical recordings may not be copied and further distributed
without the permission of the musician, or of the production com-
pany that has acquired the copyright from the musician. Facts about
the universe that are discovered through research are not subject to
copyright, but the collection, aggregation, analysis and interpreta-
tion of research data may be considered creative work, and could
be protected by copyright laws. Thus, the consumption of research
publications is governed by copyright law. Furthermore, even data
sharing is often governed by copyright laws, because the compilation

35


http://orcid.org/
http://orcid.org/
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of data to be shared often requires a creative effort. Another case
of resarch-relevant copyrighted products is software that is devel-
oped in the course of research. In all of these cases, if license terms
are not explicitly specified, the work is considered to be protected
as”all rights reserved“. This means that no one but the creator of
the work can use the work unencumbered. For software this means
that copying and further distribution of the software is prohibited.
Even running the software may be restricted. The exact selection
of a license is beyond the scope of this section, but depends on your
intentions and goals with regard to the software”

— (Rokem and Chirigati, 2018)
Recommended literature:
o Intellectual Property and Computational Science (Stodden, 2014)
o forschungslizenzen.de (For, 2019)
o Creative Commons Licences (Friesike, 2014)

« choosealicense.com/

2.6.4 File Formats

“Scientific data is saved in a myriad of file formats. A typical file
format might include a file header, describing the layout of the data
on disk, metadata associated with the data, and the data itself, of-
ten stored in binary format. In some cases (e.g., CSV (or comma-
separated value) files), data will be stored as text. The danger of
proliferation of file formats in scientific data lies in the need to build
and maintain separate software tools to read, write and process all
these data formats. This makes interoperability between different
practitioners more difficult, and limits the value of data sharing,
because access to the data in the files remains limited.”

— (Rokem and Chirigati, 2018)

2.6.5 Data Exchange Standards

WaterML2:

“.is a new data exchange standard in Hydrology which can basi-
cally be used to exchange many kinds of hydro-meteorological ob-
servations and measurements. WaterML2 has been initiated and
designed over a period of several years by a group of major national
and international organizations from public and private sector, such
as CSIRO, CUAHSI, USGS, BOM, NOAA, KISTERS and others.


https://link.springer.com/chapter/10.1007/978-3-319-00026-8_19
http://www.forschungslizenzen.de
https://link.springer.com/chapter/10.1007/978-3-319-00026-8_19
https://choosealicense.com/
http://www.waterml2.org/
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Table 2.1: Suitability of file formats for long-term preservation (Kaden
Kleineberg, 2018)
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and

More than ten years Up to ten years Not suitable
Text PDF/A, TXT, ASC, PDF, RTF, HTML, DOC, PPT
XML DOCX, PPTX, ODT,
LATEX
Data CSv XLSX, ODS XLS
Pictures  TIFF, PNG, JPG 2000, GIF, BMP, JPEG INDD, EPS
SVG
Audio WAV MP3, MP4
Video Motion JPG 2000, MOV MP4 WMV

WaterML2 has been developed within the OGC Hydrology Domain
Working group which has a mandate by the WMO, too.”

— WaterML2

ODM2: is an information model and supporting software ecosystem for feature-

based earth observations


http://www.waterml2.org/
http://www.odm2.org/
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Chapter 3

Test projects

The three following case-studies are tested in detail within FAKIN (i.e. proposed
best-practices will be applied for this case studies and cross-checked whether
their application is useful.

3.1 Geogenic Salination

Two types of datasets are handled in the Geosalz project, spread sheets of mostly
hydrochemical laboratory analysis and archived paper files. Accordingly, the
raw data and processing folders are divided in two parts labor and archive.

Data processing
e Archive data
— Import into Endnote DB
— Getting data values out of pictures
e Lab data

— Manual pre-processing: due to heterogeneous formats -> data-
cleaning

— Automated workflow: data-import, data aggregation and export with
R

Folder structure

//server/rawdata
geosalz
BWB_archiv
BWB_labor

39
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README. yml

//server/processing
geosalz
archiv
labor
README. ym1
documents/
precleaned-data/
cleaned-data/
figures/
<rawdata.ink> (link to "//server/rawdata/geosalz/BWB_labor")
<results.ink> (link to "//server/results/geosalz/report/")

//server/results
geosalz
admin
reports
final_report.docx
<processing.ink> (link to "//server/processing/geosalz/labor/cleaned_data/v1.0")
README. yml

Folder names indicate the owner of the data, here BWB. The README. yml gives
information on licensing of the data. In this case for restricted use only. The
BWB_labor folder contains:

The METADATA . yml comprises information on the origin of each file. In this case
data was received by email, thus each email is exported as a txt file (select -
export as..) and copied to the METADATA.yml. The METADATA.yml also con-
tains the email text itself, which may also provide meta information. The
METADATA .yml makes clear when and from whom the data was send and who
received it. A hyperlink can be inserted that directly links to the corresponding
processing folder. No further subfolders are required.

Workflow for creating above folder structure
1. Define project acronym geosalz (add in PROJECTS.yml)
2. Create initial folder structure on //servername/rawdata/geosalz

3. Create initial folder structure on //servername/processing/geosalz
with one subfolder for each task/work package, i.e.

4. Create a README.yml for each task describing the folder contents

5. Link relevant results to //server/projekte/AUFTRAEGE/Rahmenvertrag
GRW-WV/Data and documents/Versalzung

Lessons learnt:
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e Manual data preparation for heterogeneous data sets indispensable

o Naming conventions for large heterogeneous data sets not always in com-
pliance with best-practices

3.2 LCA Modelling

Challenge:

The LCA modelling software Umberto can produce large raw data output files
(> 300 MB csv files) that sometimes are even to big for EXCEL 2010 (> 1
millions) but need to be aggregated (e.g. grouped by specific criteria). This was
usually performed manually within EXCEL in case that model output data was
below EXCEL‘s 1 million row limit.

Workflow improvement developed within FAKIN:
An open source R package kwb.umberto was programmed for automating;:
e data import the Umberto model results,
o performing data aggregating to the user needs and finally
o exporting the aggregated results in an results.xlsx EXCEL spreadsheet.

This results.xlsx EXCEL spreadsheet is referenced by another EXCEL
spreatsheet figues.xlsx (which contains the figure templates and just links
to the results.xlsx in order to update the predefined figures).

This workflow now reduces the time consuming and error-prone formerly man-
ually performed data aggregation in EXCEL, whilst still enabling the users to
adapt the figures to their needs without coding knowledge.

3.3 Pilot Plants

Challenges:

The output of (on-line) monitoring technologies is often difficult to interpret and
also inconvenient to handle as the output formats of different devices (in one
water treatment scheme) can vary strongly. Furthermore, frequent reporting
and documentation of the treatment performance via (on-line) monitoring can
be time consuming for the personnel and requires advanced software solutions.
An alternative to commercial (and often expensive) software solutions are tools
which are based on the open software R (R Core Team, 2017). The free soft-
ware approach allows any R programmer to produce customized tools for each
individual end-user.


https://www.ifu.com/umberto/
https://kwb-r.github.io/kwb.umberto
https://www.r-project.org/
https://www.r-project.org/
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Thus an automated reporting tool is developed within the AQUANES project
for enabling an integrative assessment of the different monitoring devices and
integration with water quality data obtained from analysis in the laboratory for
four different pilot plant sites in order to:

o Increase the reliability and reproducibility of handling large amounts of
data by reducing the likeliness in human error in complex systems and by
increasing the transparency of the data processing.

« Promote the use of customized R tools for different end-user such as util-
ities, consultants and other research teams.

Therefore the open source R package aquanes.report (Rustler, 2018) was pro-
grammed, which is able to:

e import operational and lab data for each pilot site,
« performs temporal aggregation (e.g. 5 min, 1 h, 24h median values),

o visualises raw or aggregated data either interactively in a web browser or
by

« creating a standardised report (e.g. monthly) in html, pdf or docx

For the four different pilot plant sites the data (operational and lab data) for
being imported into the R tool came from various sources at different temporal
resolutions, which are detailed below:

o Haridwar: operational data stored by Autarcon in mySQL database (tem-
poral resolution: ~ 2-3 minutes, i.e. ~ 0.7 million data points per month),
which is accessible from the web and thus could be easily imported into
R. Lab data was provided by Autarcon initially in a unstructured format,
which was impossible to be automatically imported into R. However, after
agreeing on a standardised EXCEL spreadsheet format (e.g. one spread-
sheet per site, one sheet per parameter and additional sheets providing
metadata for parameters and sites) it was possible to integrate the lab
data into the R tool.

o Basel Lange-Erlen: operational data is provided by the water supplier
in EXCEL spreadsheets on a weekly basis for each site (i.e. “Rein” and
“Wiese”) with a temporal resolution of 5 minutes (i.e. ~ 0.5 million data
points per month). Lab data are provided by the water supplier in a single
comma separated csv file, which is exported from a database. Thus the
structure of the lab data was standardised and could be easily imported
into the R tool.

¢ Berlin-Schénerlinde: operational data from the WEDECO pilot plant are
collected using a SCADA system (~ temporal resolution: seconds, i.e. ~
10 million data points per month). Lab data are provided by BWB in a
single EXCEL spreadsheet. However, its structure often changes in case it
is updated by BWB, making an automated importing using R impossible


http://aquanes-h2020.eu/Default.aspx?t=1593
https://kwb-r.github.io/aquanes.report
http://aquanes-h2020.eu/Default.aspx?t=1668
http://www.autarcon.com/
http://aquanes-h2020.eu/Default.aspx?t=1663
http://aquanes-h2020.eu/Default.aspx?t=1666
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without adapting the import functions. Thus lab data were not integrated
in the R tool for this site.

Berlin-Tiefwerder: operational data from the PENTAIR pilot plant are
collected using a SCADA system (~ temporal resolution: ~ seconds, i.e. ~
10 million data points per month). Lab data are provided by BWB in a
single EXCEL spreadsheet. However, its structure often changes in case it
is updated by BWB, making an automated importing using R impossible
without adapting the import functions. Thus lab data were not integrated
in the R tool for this site.

The high temporal high resolution (~ seconds) of the operational data
for both Berlin pilot plants resulted in large data amounts (~ 10 mil-
lion data points per month), which required an large effort to optimise
the performance of the R reporting tool in oorder to enable the visu-
alisation of the pilot plant‘s raw data for its test operation period (~
18 months) on computers with limited RAM ressources (~ 8-12 GB).

The R tool is used by KWB (for the sites Berlin-Schonerlinde and Berlin-
Tiefwerder) regulary for assessing the pilot plants‘ operational performance in-
teractively. In addition for an advanced assessment only the data importing and
aggregation routines and combined with R scripts developed by KWB students.

For the other two pilot plant sites Haridwar and Basel Lange-Erlen the
AQUANES project partners use the automated R reporting tool in a similar

way.


http://aquanes-h2020.eu/Default.aspx?t=1576
http://aquanes-h2020.eu/Default.aspx?t=1666
http://aquanes-h2020.eu/Default.aspx?t=1576
http://aquanes-h2020.eu/Default.aspx?t=1576
http://aquanes-h2020.eu/Default.aspx?t=1668
http://aquanes-h2020.eu/Default.aspx?t=1663
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Chapter 4

Integration in QMS {qms}

4.1 Start a new project

Before starting with a new project, perform the following actions that are
detailed in the following sections:

e Choose a project identifier and identifiers for the project partners and
organisations that data are expected to be received from.

o Create a data management plan (DMP) for the project.
e Determine a “data manager” for the project.
e Setup the folder structures for the project.

At the start of a research project:

o Create a subfolder for your project and subfolders for the organisations in
the rawdata folder structure.

At the start of a project (or if an employee or trainee enters the project):

e Give an introduction to our research data management as described in
this document.

Regularly during the project:

e Check if the folder structure within your project’s rawdata subfolder still
complies with the rawdata folder structure and clean the structure, if not.

Project and owner identifiers

Documents and data that are collected or created during the lifetime of a project
will be stored in the form of electronic files on the institute’s file server or on the
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personal computers of the employees. We aim at being able to clearly identify
the related project and the owner of the data for any file or folder that resides
on the institute’s file system.

Therefore, we recommend to use unique identifiers, either as (part of) the name
of the file or as (part of) the name of the folder or parent folder that the file
resides in. The usage of a consistent project identifier becomes particularly
important when - as defined we suggest for a good data workflow, different
types of data and documents of the project are stored at different places on the
file system.

Together with the team members, the project leader is requested to define the
project identifier at the start of the project. Whenever the belonging of a file or
folder to the project is to be indicated, only this “official” identifier in the exact
spelling that was defined, has to be used.

The project identifier should

e be unique within all identifiers of current or former projects that have ever
been carried out at the institute,

e be as short as possible but as long as required to be meaningful and easy
to remember.

In order to minimise the risk of spelling mistakes and to avoid errors in auto-
mated processing we require the identifier to

o start with a lowercase letter,

« consist of only lowercase letters (a-z), digits (0-9) or the hyphen (-),
o end with a lowercase letter or digit,

e consist of at least four and at last 16 letters,

¢ not contain two hyphens in sequence (--).

Examples for valid project identifiers are:

e sema-berlin-2
e aquanes
e istdr

Invalid project identifiers are:

o sema-berlin_2 (has underscore)

e Aquanes (has uppercase letters)

e 4you (starts with a digit)

o abc (does not have at least four letters)

¢ this-project-name-is-too-long (has more than 16 letters)

The project identifier is not to be confused with the project acronym or project
title as it has been aggreed on by the project consortium during the project
development.
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We propose to document the choice of project identifier, project acronym and
project title in a project’s metadata file. This will be described in another
chapter of this document.

For data that are received from external partners or organisations we recommend
to indicate the origin of the data by means of another type of identifier in the
names of the corresponding files and folders. The same strict naming convention
as for the project identifiers should be applied to these institutional identifiers
that are to be documented in another special metadata file. At the start of a
project it should be checked if the organisations that are expected to receive
data from are listed in this metadata file. If not, the metadata file is to be
extended as necessary.

Data Management Plan

Data Management Plans (DMP) document the type of data that is expected to
be acquired or generating during the life time of a project. The DMP will show
you and your colleagues how this data is described, analyzed and stored and
how you intend to share and preserve the data after the project has ended. The
DMP will help you to formalize data handling processes and discloses potential
weaknesses in your project. The overall goal of a DMP is to comply with the
FAIR principles that will make your data:

e Findable

e Accessible

e Interoperable
¢ Reusable

The DMP gives information on how you intend to make the data findable with
metadata and standard identification mechanism (e.g. a DOI). This is achieved
through e.g. repositories and usage of metadata standards. The DMP also con-
tains adequate documentation and necessary tools needed to access the data.
You are aware that the DMP needs to balance openness on one hand and pro-
tection of scientific information, commercialisation and Intellectual Property
Rights (IPR) on the other hand. If certain datasets cannot be shared, provide
a clear reason why.

Interoperability enables data exchange and re-use between researchers and
across institutions and also requires standardised metadata and methodologies.
Reusability of data requires the data to be tagged with a license that clarifies
how data can be re-used.

Please note that data management is a dynamic process, hence the DMP re-
quires regular adaptations during the course of a project. It is therefore strongly
recommended to announce a data manager who takes over responsibility for any
data management related issues. Please use DMP online to create the DMP.
DMP online is a tool with a lot of tips and links that will construct your DMP


https://en.wikipedia.org/wiki/Digital_object_identifier
https://dmponline.dcc.ac.uk/
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according to the funder requirements. It will guide you through the whole DMP
process in a threefold process (initial, detailed and the final DMP).

The costs for data management are eligible for most funders. The write up of
an initial DMP will cost you between 1 hour and 1 day of work, depending on
nature of your project and the data that is acquired.

Data should normally be provided in a non-proprietary format (for example .csv
Your organisation is coordinating a proposal for a EU H2020 call and requires a
DMP. You can inform the consortium members that each member has opt-out
possibilities at application phase, during grant agreement preparation and after
signature of the grant agreement.

Look through a (Research) Data Management Planning (DMP) checklist,
e.g. here: DMP checklist

If the project’s funding organisation demands a Data Management Plan, use
the template that is provided by the funder. You find different DMP-templates
(e.g. that required for European Horizon 2020 projects) here: DMP Onuline.

Responsibilities of the Data Manager

The data manager is responsible for:

o saving raw data in the rawdata network folder (see below). The data
manager gets a special login account with write-access to the rawdata
folder. The login information can be got from Michael Rustler or Hauke
Sonnenberg, the members of the FAKIN project team.

o regularly checking if both the file and folder names as well as the folder
structure comply with the best practices described in this document and
with the naming conventions aggreed on at the start of the project. The
data manager curator checks if metadata files are available and up-to-date.

Setup folder structures

At the start of the project, define and create folder structures for the three areas
rawdata,processing, results that we propose in this document.

Create the folders and provide a metadata file (see below) describing their mean-
ing. In addition to the general recommendations given in this document, create
and document naming conventions for files and folders for your project.


http://www.dcc.ac.uk/resources/data-management-plans/checklist
https://dmponline.dcc.ac.uk/
https://www.kompetenz-wasser.de/en/ueber-uns/team-2/?search-employee-grid=michael%20rustler
https://www.kompetenz-wasser.de/en/ueber-uns/team-2/?search-employee-grid=hauke%20sonnenberg
https://www.kompetenz-wasser.de/en/ueber-uns/team-2/?search-employee-grid=hauke%20sonnenberg

Chapter 5

Literature Review

5.1 Data Storage

5.1.1 Ten Simple Rules for Digital Data Storage

The following rules are defined by Hart et al. (2016):
Rule 1: Anticipate How Your Data Will Be Used
Rule 2: Know Your Use Case
Rule 3: Keep Raw Data Raw
Rule 4: Store Data in Open Formats
Rule 5: Data Should Be Structured for Analysis
Rule 6: Data Should Be Uniquely Identifiable
Rule 7: Link Relevant Metadata
Rule 8: Adopt the Proper Privacy Protocols
Rule 9: Have a Systematic Backup Scheme

Rule 10: The Location and Method of Data Storage Depend on How
Much Data You Have

— (Hart et al., 2016)
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Chapter 6

FAQs

Naming

Why is the space character not allowed?

Why is the space character not allowed in file or folder names?

File paths containing spaces need to be put into quotes when being used in a
command line, such as in:

"C:\Programs\model software xyz\run.exe" "\\server\path with space\input.txt"
With all paths lacking the space character you can omit the quotes:
C:\Programs\model-software-xyz\run.exe \\server\path-without-space\input.txt

Consequent usage of paths without spaces allows for simpler programming and
leads to less errors during program execution.

Why are special characters not allowed in file or folder
names?

The way in which special characters are encoded may differ from system to
system, especially between systems with different language settings. File names
containing German special characters are e.g. not shown correctly on a French
computer and vice versa.

Excluding (e.g. language-specific) special characters from the set of allowed char-
acters in file or folder names avoids problems when exchanging files between
partners in different countries.

We may have a problem with a file from Sofia, called

o1
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Example file from Canasoft . , _Troncons.xml
and they may have a problem with a file from us, called

abgebrochene schmuz- und regenwasserhaltungen schiitzenstrafle nord 2. ba.xls

RDM Tools

A very exhaustive overview of tools used in the researcher‘s workflow are pro-
vided by Bosman and Kramer (2018), which are grouped according to different
research phases as shown below.

Writing Publication Outreach Assessment

,@ "’,/&." @i @lﬁ"
Yo
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An overview of tools used in FAKIN (including links to people at
KWB who know these) is available in the project‘s knowledge repo at:
https://kwb-r.gitlab.io/fakin/#tool

Writing More Robust R Code

For details on making R code more robust to work on different computers please
read the following tutorial.

Recommended literature:
e Good enough practices in scientific computing (Wilson et al., 2017)

o Ten simple rules for making research software more robust (Taschuk and
Wilson, 2017)

e R programming books (freely available online!)

— R for data science (Grolemund and Wickham, 2017)


https://101innovations.wordpress.com/workflows/
https://kwb-r.gitlab.io/fakin/#tool
file:///Y:/Z-Exchange/_Tutorials/HomeDirectory.html
https://doi.org/10.1371/journal.pcbi.1005510
https://doi.org/10.1371/journal.pcbi.1005412
http://r4ds.had.co.nz/
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— Advanced R (Wickham, 2015a, 2018)
— R packages (Wickham, 2015b)

Learning R on DataCamp

Since June 2017 we have an account for the online learning platform DataCamp.
This platform provides many online courses in the programming language R that
we use a lot at our institute. The usage of DataCamp allows to let new students
and beginners teach themselves in programming. This helps a lot in bringing
the programming skills within our institute up to a certain level.

As the institution “KWB” we have a Free group account and a Premium group
account. The premium group account comprises ten seats, i.e. ten persons can
work with the online tutorials at the same time.

For using DataCamp at KWB the following workflow applies:

1.

Become a member in our free RQAKWB DataCamp group by clicking on
the following link. In case you do not have a DataCamp account yet, please
register yourself first by using your KWB email address. The membership
in this group serves two purposes: on the one hand you should start on
DataCamp with the free courses like for example Introduction to R first.
On the other hand this group serves us as a kind of long term memory,
to assess who and how frequently the DataCamp courses are used as the
amount of users in the free group is — in contrast to our paid premium
DataCamp group — not limited.

. If you want to do a paid DataCamp course, please contact one of our

DataCamp admins (see box below)) who will add you to our corporate
premium group in case there is a free seat available. Subsequently you are
able to start any of the available premium DataCamp courses.

. As soon as you either do not want to or you do not have the time for a

longer period do one of the paid DataCamp courses, please get in touch
with one of our DataCamp admins (see box below) again, so that he
can make your seat available for others at KWB who are interested in
learning R.

Admins for our corporate premium group on DataCamp are:
— Nicolas Caradot
— Michael Rustler

— Hauke Sonnenberg


http://adv-r.had.co.nz/
http://r-pkgs.had.co.nz/
https://www.datacamp.com
https://cran.r-project.org/
https://www.datacamp.com/pricing
https://www.datacamp.com/pricing
https://www.datacamp.com/pricing
https://www.datacamp.com/groups/r-kwb
https://www.datacamp.com/groups/3a6e6d4a7314de1b56a33c99c457b5c7eca00f6a/invite
https://datacamp.com
https://www.datacamp.com/courses/free-introduction-to-r
https://www.kompetenz-wasser.de/en/ueber-uns/team-2/?search-employee-grid=nicolas%20caradot
https://www.kompetenz-wasser.de/en/ueber-uns/team-2/?search-employee-grid=michael%20rustler
https://www.kompetenz-wasser.de/en/ueber-uns/team-2/?search-employee-grid=hauke%20sonnenberg
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Using Subversion at KWB

For details on how to use Subversion at KWB please read the following tutorial

Build Your Own Kwb Styled R Package

For building your own R package from scratch we developed a helper R package
kwb.pkgbuild (available on Github), which builds a KWB styled skeleton for
your future R package.

With the help of this tool Andreas Matzinger was able to convert this R scripts
on resilience within a few hours into the R package kwb.resilience which is now
available on Github.

For more details on turning your own code into a R package checkout the tutorial
at the package documentation website.

Recommended literature:
o R packages (Wickham, 2015b)

o Advanced R (Wickham, 2015a)

Install KWB R Packages

Most R packages developed at KWB are not only available in the intranet
but are also available on Github. Please check the following website: http:
//kwb-r.github.io/status/ or https://github.com/KWB-R

Installation of these R packages can be performed with the following command
in R(studio):

### Required to install an R package from Github
install.packages("devtools", repos = "https://cloud.r-project.org")

### Now install your desired R package (e.g. "kwb.resilience")
remotes: :install_github("kwb-r/kwb.resilience")

A more detailed installation tutorial of KWB R packages is available
here: https://kwb-r.github.io/kwb.pkgbuild/articles/install.html


file:///Y:/Z-Exchange/_Tutorials/using_subversion.html
https://github.com/kwb-r/kwb.pkgbuild
https://kwb-r.github.io/kwb.resilience/dev/
https://kwb-r.github.io/kwb.pkgbuild/dev/articles/tutorial.html
http://r-pkgs.had.co.nz/
http://adv-r.had.co.nz/
http://kwb-r.github.io/status/
http://kwb-r.github.io/status/
https://github.com/KWB-R
https://kwb-r.github.io/kwb.pkgbuild/articles/install.html
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Organising Emails

Here are some general tips to ensure your email remains organised in the long
term University of Cambridge, 2018:

Delete emails you do not need. Remove any trivial or old messages from
your inbox and sent items on a regular (ideally daily) basis.

Use folders to store messages. Establish a structured file directory by
subject, activity or project.

Separate personal emails. Set up a separate folder for these. Ideally, you
should not receive any personal emails to your work email account.

Limit the use of attachments. Use alternative and more secure methods
to exchange data where possible (see ‘data sharing’ for options). If attach-
ments are used, exercise version control and save important attachments
to other places, such as a network drive.

Managing References

For managing reference there are plenty of tools available. A detailed overview
is provided by (Fenner et al., 2014) in the Chapter Reference Management

At KWB we use Endnote, for which an internal guideline document (KWB-
EndNote-Guideline-v3.pdf, ) was developed.


https://www.data.cam.ac.uk/data-management-guide/organising-your-data#Refernces
http://book.openingscience.org.s3-website-eu-west-1.amazonaws.com/tools/reference_management.html
https://www.endnote.com/
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Chapter 7

Glossary

7.1 Acronym

An acronym is a word or name formed as an abbreviation from the initial com-
ponents of a phrase or a word. (Wikipedia)

7.2 Small research institute

Research institute with less than about 100 employees.

A detailed glossary covering the following topics is provided by
Rokem and Chirigati (2018) is used throughout the glossary.

7.3 Reproducibility

»”

.. is a cornerstone of science. Definitions vary greatly across sci-
entific disciplines, but the meaning that we find most prevalent is
the ‘calculation of quantitative scientific results by independent sci-
entists using the original datasets and methods’ (Stodden, Leisch,
& Peng, 2014). The goals of reproducibility go beyond duplicating
someone else’s investigation: it also entails having reproducibility
for yourself, defeating self-deception in scientific results (Ioannidis,
2005; Nuzzo, 2015), and extending another researcher’s methods to
build your own work. Reproducibility is a matter of degree, not of
kind. We say that research is reproducible if reproducibility applies
to the results to some extent. That is, some of the corresponding
experiments and scientific methods are deemed to be reproducible.
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— (Rokem and Chirigati, 2018)
For more details see: Rokem and Chirigati (2018)

7.4 Provenance

“As the volume of digital data increases and the complexity of com-
putational processes that manipulate these data grows, it is becom-
ing increasingly important to manage their provenance. The Oxford
English Dictionary defines provenance as the source or origin of an
object; its history and pedigree; a record of the ultimate derivation
and passage of an item through its various owners. Provenance helps
determine the value, accuracy, and authorship of an object.”

— (Rokem and Chirigati, 2018)
For more details see: Rokem and Chirigati (2018)

7.5 Techniques

e Version control

o Literate Programming

e Data Publication

« Data cleaning/munging

o Software Testing

o Continuous Integration

o Workflow Management

¢ File Format Standards

o Licensing

e Virtualization and Environment Isolation

For details see: Rokem and Chirigati (2018)

7.6 Tools

e Programming Language and Related Tools

¢ Documentation Generators


https://www.practicereproducibleresearch.org/core-chapters/7-glossary.html#provenence
https://www.practicereproducibleresearch.org/core-chapters/7-glossary.html#techniques
https://www.practicereproducibleresearch.org/core-chapters/7-glossary.html#version-control
https://www.practicereproducibleresearch.org/core-chapters/7-glossary.html#literate-programming
https://www.practicereproducibleresearch.org/core-chapters/7-glossary.html#data-publication
https://www.practicereproducibleresearch.org/core-chapters/7-glossary.html#munging
https://www.practicereproducibleresearch.org/core-chapters/7-glossary.html#software-testing
https://www.practicereproducibleresearch.org/core-chapters/7-glossary.html#continuous-integration
https://www.practicereproducibleresearch.org/core-chapters/7-glossary.html#workflow-management
https://www.practicereproducibleresearch.org/core-chapters/7-glossary.html#file-format-standards
https://www.practicereproducibleresearch.org/core-chapters/7-glossary.html#licensing
https://www.practicereproducibleresearch.org/core-chapters/7-glossary.html#virtualization-and-environment%20isolation
https://www.practicereproducibleresearch.org/core-chapters/7-glossary.html#tools
https://www.practicereproducibleresearch.org/core-chapters/7-glossary.html#programming-language-and-related-tools
https://www.practicereproducibleresearch.org/core-chapters/7-glossary.html#documentation-generators

7.6.

TOOLS

Version Control

Data Munging and Analysis

Data Visualization

Software Testing and Continuous Integration
Virtualization and Environment Isolation
Data Sharing and Repositories

Document Authoring

File Formats

For details see: Rokem and Chirigati (2018)

59


HTTPS://WWW.PRACTICEREPRODUCIBLERESEARCH.ORG/CORE-CHAPTERS/7-GLOSSARY.HTML#TOOLS
https://www.practicereproducibleresearch.org/core-chapters/7-glossary.html#documentation-generators
https://www.practicereproducibleresearch.org/core-chapters/7-glossary.html#data-munging-and-analysis
https://www.practicereproducibleresearch.org/core-chapters/7-glossary.html#data-visualization
https://www.practicereproducibleresearch.org/core-chapters/7-glossary.html#software-testing-and-continuous-integration
https://www.practicereproducibleresearch.org/core-chapters/7-glossary.html#software-testing-and-continuous-integration
https://www.practicereproducibleresearch.org/core-chapters/7-glossary.html#data-sharing-and-repositories
https://www.practicereproducibleresearch.org/core-chapters/7-glossary.html#document-authoring
https://www.practicereproducibleresearch.org/core-chapters/7-glossary.html#document-authoring
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